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4. **Rationale:**
   
   **Purpose/Aims:**
   We aim to further define patient phenotypes and identify their natural history by harnessing the power of state-of-the-art supervised as well as unsupervised machine learning techniques, utilizing the rich echocardiographic data available from the ARIC database.

   **Background:**
   Distinct phenotypes and etiologies are present in various subgroups of HF patients, but are not well defined, particularly in HF with preserved ejection fraction (HFpEF). However, this specific syndrome is particularly heterogeneous and associated with comorbidities [1, 2, 3].

   Traditional methods to define phenotypes within groups of individuals with and at risk for HF rely on elucidation of individual phenotypic subgroups that can be arbitrarily defined and focus on unidimensional subgroups (i.e., presence or absence of individual comorbidities, risk factors or measured assessments).

   While assessment of cardiac structure and function using current echocardiographic analysis tools can identify subgroups of individuals who are at increased risk for developing HF [4, 5], standard approaches ascribe risk to a limited amount of individual measurements in a unidimensional fashion. Machine learning techniques offer the advantage of enabling the use of the full acquired data (either the images themselves or the time-varying traces, e.g. strains, blood velocities etc. - extracted from them) without assumptions on which single measurements are most relevant for the patient population under study. Additionally, the richness of the data provides enough information to enable identification of clusters of patients with similar (but not identical) properties without prior assumptions on clinical/diagnostic labels. This highlights the properties of the images/data, previously unexplored, thus acting as novel hypothesis-generating assessments [6]. We have previously demonstrated feasibility utilizing previously segmented strain contours from echocardiographic images to identify distinct subgroups based on patterns of cardiac deformation.

5. **Main Hypothesis/Study Questions:**
   
   Our central hypothesis is that machine learning may provide better ways to identify phenotypes using multidimensional data and relate these phenotypes to the development of heart failure, and thus identify the pertinent variables, without *a priori* (mostly historical) assumptions, that increase risk for heart failure.

6. Design and analysis (study design, inclusion/exclusion, outcome and other variables of interest with specific reference to the time of their collection, summary
of data analysis, and any anticipated methodologic limitations or challenges if present).

Contemporary machine learning approaches allow for rearranging large amounts of data for either classification (mostly supervised) or exploration (unsupervised) [7, 8]. The approach we have developed is based on a non-linear dimensionality reduction scheme after which clustering is performed in the resulting low-dimensional space in order to identify phenogroups of similar patients. Additionally, when follow-up data is available for each of the agnostically determined phenogroups (one of which will be the ‘normal’ individual, corresponding to the average of the cluster representing the majority of event-risk factor-free individuals), these phenogroups can be distinguished by outcomes and decomposed into the clinical and echocardiographic characteristics that are more abundant within each phenogroup.

Analyzing strain data derived from echocardiograms of patients from a large CRT trial, we have provided proof-of-concept that machine-learning based approaches can identify clinically distinct patterns from deformation imaging in a phenotypically heterogeneous cohort, thus potentially aiding in better recognition of disease-specific patterns that might benefit from specific therapies. However, in order to investigate a broader phenotypical population, such as heart failure or pre-heart failure, a large population (> 5000 individuals) will be necessary to obtain a stable low-dimensional space that wouldn’t significantly change when a few individuals are added.

Big data based machine learning has the additional advantage that a large number of heterogeneous variables can be used to create the low-dimensional space. This is achieved by ordering patients according to similarity of data entities (e.g. strain traces, Doppler patterns, demographics, risk factor data…) and subsequently defining the properties of the data that can summarize the difference in these entities along more and more dissimilar patients in the most efficient way (the most commonly used linear variant of dimensionality reduction is Principle Component Analysis [9]).

The proposed learning approach, as well as the non-linearity of the method [10], will identify the variables contributing most to the best separation of the phenogroups. Therefore, using as many imaging variables as would be available would provide the best results. Strategies to deal with missing variables in some of the individuals are available. The result of the learning and clustering phase is the identification of phenogroups and how these phenogroups relate to the echocardiographic images/parameters on which they are based.

Each individual used during the learning phase will thus be positioned within this space/groups. Additionally, the ‘representative’ (=average) of each group will be available for intuitive representation of the typical clinical/echocardiographic features of each cluster. When follow-up data are available, changes in the positioning within the clusters can be assessed, thus extracting individual trajectories over time. The association of an outcome variable (death, hospitalization, transition to HF, change in echo parameters…) with the positioning allows for evaluation of the temporal evolution of the individual, which can be subsequently used to predict the prognosis of new individuals that are positioned within the learned clusters.
Analysis Methods:
The proposed methodology is based on the one developed and described in a recent publication by Sanchez-Martinez et al [11]. Given the vast amount of information present in echocardiographic examinations, since the dimensionality of each descriptor is determined by the number of entries that it has (e.g. for myocardial strain traces, each entry is the instantaneous myocardial strain at a certain time-point), the first step involves dimensionality reduction towards a space that highlights the main characteristics of the input data. Prior to this, the cardiac phases of the echocardiographic patterns (e.g., strain traces or Doppler flows) need to be time-aligned. Then, affinities between each pair of subjects are computed for each descriptor. Based on these affinities, the learning process maps the input data to a space of lower dimensionality that positions subjects according to their similarity. This is allowed by the multiple kernel learning (MKL) algorithm we have developed, which handles different descriptors by automatically weighing their relative importance to the final result. In practice, the number of dimensions of the achieved space equals the number of evaluated subjects minus 1. However, the most salient characteristics of the data are reflected in the first few dimensions. The low-dimensional space captures variations in the whole population and within each subgroup, and facilitates interpretation of the data.

Our algorithm is unsupervised, meaning that the machine learning is not conditioned by prior clinical diagnostic labels which may be inaccurate, or outcomes, but instead is equivalent to an independent blinded interpretation.

The low-dimensional space provides distances between subjects that indicate how similar they are, but no labels are attributed. We investigate if this space could be used to automatically assign subjects to a given class, which is achieved through agglomerative hierarchical clustering over the subject coordinates. The clustering seeks to identify different characteristic patterns within the analyzed subjects in an unsupervised way.

However, the interpretation of the groupings identified by clustering on the low-dimensional space remains physiologically abstract. Thus, we then evaluate whether the learned clusters are clinically meaningful by comparing relevant clinical parameters and by studying the variability of input descriptors associated to them. This variability is reconstructed using advanced regression techniques and can be interpreted in light of the pathophysiologic characteristics of heart failure. Our machine learning approach not only assigns class-labels to individuals, corresponding to e.g. a diagnosis/etiology or predicted outcome, but additionally provides a distance measure with regards to other groups, thus giving a ‘severity’ measure for each individual.

Last, we describe outcome data among clusters using Kaplan–Meier estimates for heart failure or death. Our learning approach can also be used to predict outcome (e.g., heart failure or death) at an individual level by following a nearest neighbor approach. To this end, a subject from a validation set would be projected to the low-dimensional space learned by our ML model, and based on the outcome data of the most similar subjects in the training set, a prediction for that subject would be made.
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